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Abstract: The use of Machine Learning (ML) is increasing and is used extensively to solve various 13 

problems. In this manuscript, ML is applied to design a full duplex communication for Deaf and 14 

Mute (D-M) people is presented. These individuals are an integral part of our society and their 15 

contribution is vital. They face difficulty in communication mainly because others are unable to 16 

communicate with them using sign language. This work presents a solution to this problem through 17 

a system where D-M and non-deaf and mute (ND-M) individuals can communicate with each other 18 

without the need to learn sign language. The system is reliable, easy to use, and based on a 19 

commercial-off-the-shelf (COTS) Leap Motion Device device (LMD), to acquire hand gesture data 20 

which is then processed using Convolutional Neural Network (CNN). A supervised ML algorithm 21 

then performs the rest of the processing and finally converts the hand gesture data into speech. A 22 

new dataset for ML-based algorithm is created and presented in this manuscript. The ND-M can 23 

communicate by recording speech which is then converted into text and hand gesture images. The 24 

system recognizes three sign language datasets i.e., American Sign Language (ASL), Pakistani Sign 25 

Language (PSL), and Spanish Sign Language (SSL). The system can be upgraded in the future to 26 

support more sign language datasets. The system also provides a training mode that can help D-M 27 

individual to improve their hand gestures and also understand how accurately the system is 28 

detecting these gestures. The proposed system is validated through a series of experiments and 29 

results show hand gesture detection accuracy of more than 95%. Similarities between the three sign 30 

languages are also explored and further research can help in creating a new dataset that can be a 31 

combination of multiple sign languages.           32 

Keywords: Deaf-Mute person; Hand Gesture Recognition; Leap Motion Device; Machine learning; 33 

Multi-language processing; Sign Language Dataset 34 

 35 

1. Introduction 36 

The advancement in technology has a mostly positive impact on society. The focus 37 

of this work is the use of information and communication technology (ICT). This area 38 

apart from software and hardware also includes using different algorithms to solve some 39 

existing problems. This research work is a step towards improving the integration of the 40 

Deaf and Mute (D-M) in society. The research work presented in this manuscript provides 41 

a common platform for the D-M people using different sign language datasets. The 42 

proposed system is based on commercial-off-the-shelf (COTS) hardware integrated with 43 

a software application that provides full-duplex communication. 44 
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1.1. Importance of Sign Language 46 

There are millions of people are D-M who rely on sign language to communicate with 47 

others. They often find it difficult to establish effective communication with others due to 48 

others not being able to use or understand sign language. People with no physical 49 

impairment often find it difficult to learn sign language. This creates a scenario where it 50 

is very difficult to establish communication. A system is needed to resolve this problem 51 

which can provide a platform for D-M and non-deaf and mute (ND-M) to communicate 52 

by overcoming the difficulties mentioned in this section. 53 

1.2. Artificial Intelligence and Machine Learning 54 

The impact of artificial intelligence (AI) is positive on society. The use of AI and more 55 

specifically machine learning (ML) is increasing and researchers are applying these to 56 

solve many problems within different areas. AI and ML are already applied to establish 57 

effective communication systems so that D-M and ND-M people communicate. 58 

Researchers are using existing algorithms as well as creating new algorithms. ML 59 

algorithms are not only being deployed to solve a problem but these algorithms are also 60 

reducing the processing time. 61 

1.3. Research Scope 62 

This research work is the continuation of the work published in [1]. In this 63 

manuscript a two-way communication system for D-M and ND-M is presented based on 64 

American Sign Language (ASL), Pakistani Sign Language (PSL), and Spanish Sign 65 

Language (SSL). The scope of this work includes Convolutional Neural Network (CNN) 66 

and supervised ML. Figure 1 shows the scope of this work which includes three main 67 

building blocks. 68 

 69 

Figure 1. Research scope. 70 

1.4. Manuscript Organization 71 

This section presents a summary of different sections within the manuscript. The next 72 

section 2 presents the review of related work to understand the current state of research, 73 

novel features, and limitations of existing systems and prototypes. Section 3 presents the 74 

research methodology through 4 steps. The next sections i.e. 4 and 5 provide the details 75 

of the proposed communication system and its validation through experimental setups. 76 

The results of these experiments are presented in section 5. A discussion section is 77 

presented in section 6 followed by the last section 7, conclusions and future work. 78 

 79 

 80 

 81 

 82 

 83 



Electronics 2023, 12, x FOR PEER REVIEW 3 of 22 
 

 

2. Related Work 84 

This section is a review of recent research work carried out for the development of 85 

communication systems involving D-M people. The review includes the novel features 86 

presented by the authors as well as the limitations of their proposed systems.  87 

2.1. System Level Review 88 

In [2] authors used a Leap Motion Device (LMD) to acquire hand gesture signals. The 89 

D-M people can communicate with others using hand gestures while ND-M people are 90 

provided with an android application that converts speech to text. The accuracy of gesture 91 

detection is 95%. The authors in [3] presented a system that converts hand gestures from 92 

D-M into text. The system also displays a gesture image for the text input. A portable 93 

device is designed by authors in [4]. The D-M people can carry this device and their hand 94 

gestures are acquired and then converted into speech. In [5] a contactless hand gesture 95 

recognition system is presented where the gesture is acquired using an LMD. They used 96 

Long Short-Term Memory (LSTM) recurrent neural networks for gesture detection. 97 

The authors used LMD for hand gesture recognition for D-M in [6]. They defined 98 

criteria for hand gesture recognition and used different methods like Gaussian Mixture 99 

Model (GMM), Hidden Markov Model (HMM), and Dynamic Time Warping (DTW) for 100 

image data processing. In [7] the authors acquired sign language gestures using a camera. 101 

They compared various neural network algorithms to process the image data and 102 

presented the accuracy. The authors in [8] developed a learning system for D-M people. 103 

They used Augmented Reality to convert the acquired gesture into a 3D model. They also 104 

developed a glove using Flex sensors. 105 

In [9] the authors surveyed to understand different reasons for hearing loss and when 106 

the age when this is detected. A prototype of a glove using flex sensors is designed by 107 

authors in [10]. The detected hand gesture is converted into text and voice. The researchers 108 

reviewed several techniques for hand gesture recognition and highlighted both 109 

limitations and advantages of these algorithms and techniques [11]. The survey provides 110 

good insight to other researchers. In [12] an automated ASL recognition system is 111 

presented. The detected gestures are converted into text. An automated sign language 112 

detection system is prosed in [13] where the authors provided a two-way communication. 113 

They used the ASL dataset. 114 

The authors used Bangla Sign Language (BSL) dataset in [14] and processed the hand 115 

gesture data using Convolutional Neural Network (CNN). They reported an accuracy of 116 

more than 98%. In [15] developed a mobile phone application where they can setup a 117 

customized interface for individual users. This application provides support for multiple 118 

languages. An Arabic Sign language (ArSL) based system is presented by authors in [16]. 119 

They have detected ArSL and converted it into voice. The authors also surveyed different 120 

techniques. 121 

A CNN-based hand gesture recognition system is presented in [17]. The authors 122 

reported a hand gesture recognition accuracy of more than 93%. In [18] the researchers 123 

developed a glove that they have used for translating ASL. They reported an accuracy of 124 

95%. A portable hand gesture recognition prototype is presented in [19]. The authors used 125 

deep learning to process image data which is then converted to speech. In [20] developed 126 

a prototype of a smart glove for detecting sign language and a recorded audio message is 127 

played for the recognized gesture. The authors used Indian Sign Language (ISL) dataset. 128 

A CNN-based hand gesture detection prototype is presented in [21]. The proposed 129 

prototype detects ISL. The authors claim a training accuracy of more than 99%. They have 130 

used more than 3000 images for training the model.  131 

In [22] the authors used ASL dataset detection using CNN. They reported an 132 

accuracy of more than 95%. The authors in [23] developed a prototype using a glove and 133 

flex sensors that interfaced with Arduino. The prototype converts the hand gesture data 134 

into text. The authors used K-Nearest Neighbours (KNN) algorithm for image data 135 

processing. A PC-based image detection system is presented in [24]. The authors used 136 
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Principal Component Analysis (PCA) algorithm. In [25] an automated Sign Language 137 

Interpreter (SLI) prototype is presented which is based on a glove connected to Arduino. 138 

The authors reported 93% accuracy. A CNN-based prototype for hand gesture detection 139 

is presented in [26]. This prototype also provides a training option. There is also support 140 

for multiple languages. 141 

The authors developed a mobile application in [27] for D-M people. The application 142 

is offline and uses ASL and Filipino Sign Language (FPL) datasets. A PC-based prototype 143 

is presented by authors in [28] for detecting hand images. Hand gestures are acquired 144 

through sensors. The prototype presented in [29] provides visual feedback. The system is 145 

based on an android application. The authors compared different technologies in the 146 

manuscript. In [30] the authors surveyed to understand the problems and challenges faced 147 

by D-M individuals. They highlighted the impact of hand gesture recognition systems and 148 

prototypes in providing a platform to the D-M people. 149 

Table 1 is a summary of the review carried out. The details include hardware, 150 

software, features, and limitations of the prototypes and products designed. The last 151 

column also includes information related to Sign Language Dataset (SLD).  152 

Table 1. Summary of related work review. 153 

References Hardware / Software Summary 

[2] LMD, Android app  D-M to ND-M to D-M, Single SLD  

[3] PC, Harris algorithm D-M to ND-M to D-M, Single SLD 

[4] Raspberry Pi D-M to ND-M, Single SLD 

[5] LMD, LSTM Neural networks D-M to ND-M, Single SLD 

[6] LMD, (GMM, HMM, DTW)  D-M to ND-M, Single SLD 

[7] PC, NN algorithms D-M to ND-M, Single SLD 

[8] 
PC, Arduino, Gloves, Flex 

sensors 

Calibration required for the custom made 

product, D-M to ND-M, Single SLD 

[10] Arduino, Gloves, Sensors 

Calibration required for the custom-

made product, D-M to ND-M, Single 

SLD 

[12] PC, TensorFlow D-M to ND-M, Single SLD 

[13] PC, Various ML algorithms D-M to ND-M to D-M, Single SLD 

[14] PC, TensorFlow, CNN D-M to ND-M, Single SLD 

[15] Android D-M to ND-M, Multi SLD 

[16] Android D-M to ND-M, Single SLD 

[17] PC, CNN D-M to ND-M, Single SLD 

[18] Arduino, Gloves, Flex sensors 

Calibration required for the custom-

made product, D-M to ND-M, Single 

SLD 

[19] PC NN D-M to ND-M, Single SLD 

[20] 
Gloves, Flex sensors, Voice 

recorder, Matlab 
D-M to ND-M, Single SLD 

[21] PC, CNN D-M to ND-M, Single SLD 

[22] CNN D-M to ND-M to D-M, Single SLD 

[23] 
Gloves, Sensors, Arduino, 

KNN 
D-M to ND-M, Single SLD 

[24] PC-based, PCA D-M to ND-M, Single SLD 

[25] 
Arduino, Gloves, Sensors, 

KNN 

Calibration required for the custom-

made product, D-M to ND-M, Single 

SLD 

[26] PC-based, CNN D-M to ND-M, Single SLD 
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[27] Android application D-M to ND-M, Multi SLD 

[28] PC, CNN D-M to ND-M, Single SLD 

[29] Android D-M to ND-M to D-M, Single SLD 

 154 

2.2. Sign Language Dataset Review 155 

In [14] the authors used the BSL dataset to validate their prototype. The dataset 156 

includes more than 2500 images. The authors in [16] used a new method to detect ArSL 157 

dataset. In [31] authors used a word-level ASL dataset. Their selection of the dataset is 158 

based on the number of people who can use this sign language. Argentinian Sign 159 

Language (ArgSL) is processed in [32] where they used videos as input. The researchers 160 

used Turkish Sign Language (TSL) [33]. They used CNN algorithm to process the dataset.  161 

The Chinese language is spoken by the majority of people around the world. The 162 

authors in [34] used Chinese Sign Language (CSL) with hundreds of categories within the 163 

dataset. Another word-level ASL dataset is used in [35]. In [36] a large-scale ASL dataset 164 

is presented and processed by authors. Russian Sign Language (RSL) is used as input [37]. 165 

In [38] the authors processed ArSL. They developed a prototype based on Arduino and a 166 

glove with sensors connected. 167 

Table 2 is a summary of the different sign language datasets reviewed. This review 168 

is focused on the size of the datasets, how many people can use this dataset, and its 169 

complexity. 170 

Table 2. Summary of sign language datasets reviewed. 171 

References Sign Language Dataset Dataset size 

[14] Bangladesh Sign Language 2660 images 

[16] Arabic Sign Language 50 signs 

[31] Word-level American Sign Language More than 2000 words 

[32] Argentinian Sign Language More than 3200 videos 

[33] Turkish Sign Language 226 signs 

[34] Chinese Sign Language 500 categories 

[35] Word-level American Sign Language More than 10000 videos 

[36] American Sign Language 10000 signs and 25000 videos 

[37] Russian Sign Language 164 lexical units 

[38] Arabic Sign Language Not provided 

 172 

2.3. Machine Learning Algorithm Review 173 

In this section review of some machine learning algorithms is presented. The authors 174 

created a new dataset for supervised machine learning in [39] and [40]. The dataset is used 175 

to suggest a solution to faults found during electronic product manufacturing. The 176 

algorithms are implemented in LabVIEW [41]. The authors in [42] reviewed machine 177 

learning algorithms and used it to determine the performance of soldering stations.  178 

In [43] the authors review machine learning algorithms. Their finding includes 179 

highlighting the limitations of some algorithms. The authors used Scikit, a Python [44] 180 

toolkit to implement machine learning algorithm in [45]    181 

   182 

2.4. Related Work Conclusions and Research Gap 183 

In this section, a further summary of the prototypes and systems reviewed is 184 

presented. From this conclusion, the research gap is highlighted which forms the basis of 185 

the research work carried out in this manuscript. 186 

The majority of the work reviewed here is unidirectional i.e. detection and 187 

conversion of hand gestures data into text and or voice. This is a limitation where ND-M 188 

people are unable to communicate with D-M. The other limitation is the input sign 189 
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language dataset which in most cases is one. This means that those who don’t know that 190 

particular sign language database are unable to benefit from the system. Some prototypes 191 

designed using gloves and sensors require maintenance and calibration and are also 192 

difficult to maintain consistency. 193 

The proposed system provides a full-duplex system where both D-M and ND-M 194 

people can communicate with each other. This system uses multiple sign language 195 

datasets and provides training, which is easy to use and low cost. Systems based on 196 

commercial-off-the-shelf (COTS) devices like LMD require a lot less effort to convert the 197 

prototype into a product. Affordability is also important so low initial cost and no running 198 

cost is an important feature. 199 

3. Research Methodology 200 

In this section, the research methodology is presented. The research is carried out 201 

through several steps which are mentioned in this section. Figure 2 shows the block 202 

diagram with the steps and relevant details.  203 

3.1. Design Research  204 

In this step, there are two tasks performed. The first task is to list the activities that 205 

are within the research topic. This activity is concluded with a clear definition of the scope 206 

of this work. It is important to have a clear scope so that the research work can be effective. 207 

The scope of this work is to implement a system where a two-way communication system 208 

is a setup through sign language interpretation and conversion to audio. After defining 209 

the research scope, the next activity is to select certain areas to review the existing work. 210 

The details of this are in section 2, literature review.   211 

3.2. Conduct Research  212 

This is the second step where an in-depth review of the selected categories is carried 213 

out. The details are presented in section 2. The conclusion of the literature review is 214 

necessary to determine which parameters to use for implementing the proposed system. 215 

The literature review also highlights the gaps in the existing work and provides a 216 

roadmap for further work which is carried out through this research work. This also 217 

includes reviewing different algorithms, existing implementations, novel features of the 218 

current work, and limitations. 219 

3.3. Design Implementation 220 

In this step the proposed system is implemented. The features of the system are 221 

selected after conclusions drawn from the literature review. The design is implemented 222 

through five tasks as listed in figure 2. The sign language datasets are selected and 223 

information is stored in the database. The rest of the tasks in this step are software 224 

development, hardware deployment, and integration. 225 

3.4. Validation and Conclusion 226 

This is the final step where the complete system validation is carried out. The 227 

validated system is then tested for performance through different experimental setups 228 

and results are presented. 229 

 230 
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 231 

Figure 2. Research Methodology 232 

4. Proposed Communication System for D-M  233 

In this section, the details of the proposed system are presented including some key 234 

features of this research work.   235 

4.1. Communication System Novel Features 236 

Figure 3 shows the novel features of the proposed system. The system provides full 237 

duplex communication between D-M and ND-M people. This low-cost system is user- 238 

friendly and easy to install with no running cost to the end user. The training option is 239 

available which allows the features to be customized for individual users. The ML-based 240 

algorithm provides a continuous improvement option where a better quality new data i.e. 241 

hand gesture image can replace an existing image. The proposed system supports 242 

American Sign Language, Pakistan Sign Language, and Spanish Sign Language. More 243 

Languages can be added. Hand gestures data is acquired using LMD which is a COTS 244 

device and, unlike a glove, does not require maintenance and calibration. The image data 245 

is processed using the CNN algorithm. 246 

 247 

Figure 3. Novel Features of Full Duplex Communication System 248 

 249 
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4.2. Communication System Block Details 250 

Figure 4 is a full duplex communication system between D-M and ND-M people. The 251 

figure shows the implementation of the proposed system. The D-M person is provided 252 

with an interface where the hand gestures are acquired using an LMD connected to the 253 

PC-based system. The LMD captures hand gestures as an image and forwards them to the 254 

PC which is then further processed. The details of the processing are discussed later. The 255 

system supports multiple sign language datasets i.e. ASL, PSL, and SSL. The system is 256 

reconfigurable and more datasets can be added in the future. The acquired image data 257 

goes through multiple processing stages and is then converted into a voice message.  258 

The ND-M person can listen to the voice message. The speech or voice data is 259 

generated through the PC sound card output. In response, the ND-M person records a 260 

voice message which is acquired by the PC using sound card input. The voice message is 261 

then processed by the software application and converted into text as well as in the form 262 

of hand gesture images. The D-M person is then able to read the text or see the images. 263 

An ND-M person can also initiate a conversation similarly.  264 

The proposed system is low-cost, user-friendly, and does not require any special 265 

training. These are the main features that make it easy for more people to be able to use 266 

this system. The sign language datasets selected for this system are based on the number 267 

of people using these sign language datasets. The selection of ASL, PSL, and SSL is based 268 

on the availability and size of datasets and the number of people using these. A small 269 

dataset means the size of the training dataset will be small hence the trained system will 270 

be less effective or accurate while a large dataset means high accuracy but slow response. 271 

Considering this, medium-sized datasets are selected. 272 

 273 

Figure 4. Block Diagram of the Communication System 274 

The system provides a training mode where the user can check the accuracy of the 275 

system while undergoing training. In this mode, the hand gestures of the D-M person are 276 

processed and the detected results are displayed without going through the text to speech 277 

to text conversion. The D-M person can vary hand gestures to check for detection 278 

accuracy. In this mode, the system also updates the database by replacing existing images 279 

with better-quality ones. The ML-based process compares the new acquired images with 280 

the stored images and decide if the existing image can be replaced with the new one or 281 

store the new image as well as keeping the existing image or not store the new image at 282 

all. Having more image files means an improved dataset which will increase accuracy but 283 

this also means the system will need more processing time. It is important to have a 284 

balance between these parameters. This decision is taken by the ML-based 285 

implementation.  286 

ML algorithm also reviews the user stored data which helps in increasing the 287 

processing speed and accuracy. For example if a user profile shows that the user only 288 
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understands SSL then the process will bypass the language detection step for this 289 

particular user. Similarly, the user can update the profile by adding more sign language 290 

datasets and other parameters. The system also maintains a performance record, both for 291 

the individual user and the overall system, using the stored user data and new data 292 

acquired through the training and normal modes. 293 

Figure 5 shows the ML-based implementation. The block diagram shows the input, 294 

output, and hidden layers displaying various activities. The data is fed through the input 295 

layer as shown by ‘1’. The input data includes both the hand gesture image data and the 296 

user data which is stored as part of the user profile. In ‘2’ the user profile data is processed. 297 

The user can update the profile to reflect any changes. The next step ‘3’ is the training 298 

mode. This step is used when the training mode is selected. In normal mode, the ML 299 

algorithm can use some options from this step. The language detection is done in step ‘4’. 300 

Currently, there are three datasets but more can be added. The acquired image goes 301 

through initialization in step ‘5’. In step ‘6’ the image goes through initial processing and 302 

some features are detected and extracted. CNN algorithm is applied to further process the 303 

image data in ‘7’. The next two steps i.e., ‘8’ and ‘9’ are for data storage. The results are 304 

generated through the output layer as marked by step ‘10’. 305 

                      306 

Figure 5. Machine Learning Algorithm 307 

This figure is to be added here to give basic information about how CNN works 308 

Figure 6. CNN Algorithm Processing 309 

5. Experimental Setup and Results 310 

The full duplex communication system is validated using series of experiments 311 

which are discussed in this section. A criterion is used for this validation which is 312 

presented in the next section. 313 

5.1. System Validation Criteria 314 

The communication system is validated through two stages. The first stage is to select 315 

the sign language dataset which in this case are ASL, PSL, and SSL datasets. The second 316 

stage is to select a subset of these datasets. It is important to use a known input dataset 317 

and a predicted output result. This will help in understanding the system accuracy and 318 

limitations of the proposed system. Once the system is validated using these criteria, the 319 

full dataset is applied to further determine the performance of the system.  320 
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It is important to use a known set of images for initial validation. A study of how sign 321 

language datasets are created and also a validation of the datasets is outside the scope of 322 

this work.  323 

To validate the proposed communication system, the ASL dataset images are used 324 

[46]. These are color images of hand gestures are used. The SSL dataset used for validation 325 

is available online [47]. The PSL dataset is created by recording images of letters and 326 

numbers. A reference to PSL is also available from [48].     327 

Letters and numbers from the three sign language datasets are used for validating 328 

the communication system. For this research work 70% of the hand gesture images from 329 

the datasets are used for training while the rest of the 30% are used for testing. The split 330 

of 70% and 30% is a good combination for training and testing. A different combination 331 

can also be used. As an example, approximately 1800 images of letters and 700 images of 332 

numbers from ASL are used which are then slit into the ratio as mentioned in this section. 333 

Figures 7, 8, and 9 shows subsets of ASL, PSL, and SSL dataset images. Figure 7 shows 334 

five numbers and letters from ASL while in figure 8, eight letters from PSL are shown. In 335 

figure 9, six letters from SSL are shown. 336 

 337 

Figure 7. A Subset of American Sign Language Dataset 338 

 339 

Figure 8. A Subset of Pakistani Sign Language Dataset 340 

 341 
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 342 

Figure 9. A Subset of Spanish Sign Language Dataset 343 

5.2. Experiment 1—Proposed Communication System Accuracy  344 

In this experiment, the accuracy of detection of hand gestures is presented. The 345 

formula for accuracy is presented in equation (1). The accuracy is presented in percentage 346 

in table 3. The accuracy values are also used to determine the performance of the 347 

algorithm.      348 

 349 

Accuracy = 
𝐶𝑜𝑟𝑟𝑒𝑐𝑡 𝐷𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 tries
  (1) 

In this experiment, the repeatability of the algorithm is evaluated. The system is 350 

validated by processing the gestures of all letters and numbers. For validation, the most 351 

accurate gesture is selected and processed. The results are presented in Table 3. The 352 

accuracy of the proposed system is also dependent on the accuracy of the hand gestures 353 

i.e. how accurately the gesture is made. 354 

Table 3. Accuracy of Detection. 355 

Dataset Accuracy % (Letters, Numbers) 

ASL 98.5%, 98.9% 

PSL 93.1%, 92.7% 

SSL 94.3%, 93.8% 

5.3. Experiment 2—Processing Individual Hand Gestures 356 

In this section hand gesture detection results are presented. In figure 10, three letters 357 

from PSL dataset are processed through the proposed system and results show that the 358 

detection is 96% or more.   359 

 360 

   

Letter ‘Ayn (ع)’ 

96% 

Letter ‘Rray (ڑ)’ 

99% 

Letter ‘Kaaf (ک)’ 

96% 
Detection accuracy of letters from PSL Dataset 
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Figure 10. Processing Hand Gestures (PSL Dataset) 361 

Figure 11 shows the accuracy and loss graphs PSL dataset. The graphs include both 362 

actual and test results.  363 

 364 

Figure 11. Hand Gesture Detection Results for PSL Dataset 365 

Figure 12 shows the hand gesture detection results for SSL dataset. The results are 366 

encouraging and showing high accuracy.   367 

 368 

Figure 12. Processing Hand Gestures (SSL Dataset) 369 

5.4. Experiment 3—Processing Hand Gestures Image Quality 370 

In this section the experiment I carried out by changing the quality of the hand 371 

gesture image and then processed through the proposed system. Figure 13 shows the four 372 

variants of a letter from PSL dataset. All the images are correctly detected hence 373 

confirming that the proposed system is able to detect the correct gesture for different 374 

image quality.  375 

 376 

Figure 13. Processing Different Image Quality for Same Hand Gesture 377 

 378 

 
 

Accuracy per Epoch Loss per Epoch 

Accuracy and Loss per Epoch for PSL Dataset 

 

   
Letter ‘Ah’ 

93% 
Letter ‘Bay’ 

95% 
Letter ‘Say’ 

96% 
Detection accuracy of letters from SSL Dataset 

 

  
Normal Transparency Increased 

  
Sharpness increased Brightness increased 

Letter ‘Sheen (ش)’ from PSL Dataset 

 



Electronics 2023, 12, x FOR PEER REVIEW 13 of 22 
 

 

 379 

5.5. Experiment 4—Processing Variations in Same Hand Gestures 380 

In this section, the variation in hand gestures is processed through the proposed 381 

communication system. In figures 14, 15, and 16, two variants of letters from the PSL 382 

dataset are processed and the detection accuracy is calculated.   383 

 384 

Figure 14. Processing Variation in Same Hand Gesture Scenario 1 385 

 386 

Figure 15. Processing Variation in Same Hand Gesture Scenario 2 387 

 388 

Figure 16. Processing Variation in Same Hand Gesture Scenario 3 389 

In figure 17 a letter from the ASL dataset is shown with the detection accuracy which 390 

is more than 90% in this case.  391 

  
Detection Accuracy=89% Detection Accuracy=100% 

Letter ‘Zoyay (ظ)’ from PSL Dataset  

 

  
Detection Accuracy=100% Detection Accuracy=100% 

Letter ‘Laam (ل)’ from PSL Dataset 
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Letter ‘Meem (م)’ from PSL Dataset 

 



Electronics 2023, 12, x FOR PEER REVIEW 14 of 22 
 

 

 392 

Figure 17. Processing Variation in Same Hand Gesture Scenario 4 393 

5.6. Experiment 5—Processing Similar Hand Gestures 394 

Some hand gestures are similar although not identical and due to this there is a possibility 395 

of wrong detection. In this section results of similar hand gesture detection are presented. 396 

Figures 18 and 19 show the detection results of two sets of letters from the PSL dataset.    397 

 398 

Figure 18. Processing Similar Gestures (PSL Dataset) Scenario 1 399 

 400 

Figure 19. Processing Similar Gestures (PSL Dataset) Scenario 2 401 

 402 

 403 

 404 
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5.7. Experiment 6—Detecting Other Objects  405 

This experiment focuses on other objects that can be visible while detecting hand 406 

gestures. The proposed system has a unique feature where these objects are also detected 407 

and information is removed in some cases so that the correct hand gesture can be detected. 408 

Figures 20, 21, and 22 show images with and without other objects. The detection in these 409 

examples is correct.    410 

 411 

Figure 20. Detecting Other Objects – Wrist Watch Scenario 1 412 

 413 

Figure 21. Detecting Other Objects – Wrist Watch Scenario 2 414 
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 415 

Figure 22. Detecting Other Objects – Ring 416 

Figure 23 shows another example of another object captured with the hand gesture. 417 

In this instance, the proposed system is unable to correctly detect the hand gesture.  418 

 419 

Figure 23. Detecting Other Objects – Pen 420 

5.8. Experiment 7—Algorithm Performance  421 

In this section, the performance of the PSL dataset is presented using a confusion 422 

matrix. The performance of the system is further evaluated using a confusion matrix. This 423 

matrix shows the results for each letter for all other letters. The matrix I use in evaluating 424 

the performance of the algorithm and also highlighting any errors. The confusion matrix 425 

for letters within the PSL dataset is shown in figures 24 and 25. 426 

 427 

Figure 24. Confusion matrix of Letters within PSL Dataset Set 1. 428 
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 429 

Figure 25. Confusion matrix of Letters within PSL Dataset Set 2. 430 

5.9. Experiment 8—Creating a New Dataset 431 

In this experiment, the similarities between the three sign language datasets are 432 

presented. In figure 26 three letters, one each from ASL, SSL, and PSL are shown. These 433 

symbols are similar and this approach can be used to create a new sign language dataset 434 

that can be a combination of multiple sign languages.  435 

    436 

Figure 26. Similarities between different sign languages. 437 

6. Discussion 438 

In this manuscript, a full duplex communication system for D-M and ND-M people 439 

is presented. The scope of this work includes ML, CNN, the use of multiple Sign Language 440 

datasets, and the use of COTS hardware devices. The proposed system is low-cost and 441 

easy to use. The proposed system supports ASL, PSL, and SSL and can be upgraded in the 442 

future to support more sign language datasets.  443 

An extensive review is carried out which is discussed in the related work section. 444 

This section provides a tabular summary of the review. The review also includes some 445 

available datasets of different sign languages which is followed by a review of some 446 

machine learning techniques. The section of related work discusses the research gap and 447 

conclusions drawn from the review. One conclusion of the review is that most of the 448 

available prototypes presented are unidirectional i.e. detection and conversion of hand 449 

gestures data into text and or voice only. This is a limitation where ND-M people are 450 

unable to respond to D-M individuals. The other conclusion from related work is the use 451 

of a single sign language dataset mostly. Some researchers developed prototypes based 452 

on gloves and demonstrated the functionality but there is no information related to the 453 

maintenance, consistency, repeatability, and reliability of these prototypes.  454 

The proposed system provides a full-duplex system where both D-M and ND-M 455 

people can communicate with each other. This system currently uses three sign language 456 

datasets. The proposed system does not require any special training, it is easy to use and 457 

low-cost. The system is reliable as it uses a COTS device which is the LMD. The system is 458 

easier to convert into a product from a prototype. This can be implemented for a low initial 459 

cost with no annual running cost.      460 

   
ASL Letter ‘A’ SSL Letter ‘Ah’ PSL Letter ‘Alif (ا)’ 

Similarities between three sign language dataset 
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The proposed communication is a full duplex system providing a link between D-M 461 

and ND-M people. The system can be customized for individual users through a training 462 

option. The ML-based algorithm provides a continuous improvement option where a 463 

better quality new data i.e. hand gesture image can replace an existing image. Hand 464 

gestures data is acquired using LMD which is a COTS device and, unlike a glove, does 465 

not require maintenance and calibration. The image data is processed using the CNN 466 

algorithm. 467 

The system details are discussed in section 4. This section also provides details of the 468 

ML algorithm and different options within the algorithm. Finally, the system is validated 469 

through a series of experiments which are discussed in section 5. The system can be 470 

upgraded by adding more sign language datasets which will also improve the coverage 471 

in terms of end users of the proposed system. A training mode is an important option that 472 

can help D-M individual to improve hand gestures and also understand how accurately 473 

the system is detecting these gestures. Comparison of individual hand gestures is also 474 

done as part of this research which can be further explored to create a new sign language 475 

dataset that can be a combination of multiple sign languages.   476 

7. Conclusions and Future Work 477 

The system presented in this manuscript provides a communication platform for D- 478 

M and ND-M people to communicate with each other without the need to learn sign 479 

language. The system is reliable, easy to use, and based on a COTS LMD device, to acquire 480 

hand gesture data which is then processed using CNN. Apart from CNN, a supervised 481 

ML algorithm is also applied where a new dataset is created and presented in this 482 

manuscript. The system provides an audio interface for ND-M and a hand gesture capture 483 

interface for D-M individuals. The system recognizes three sign language datasets i.e., 484 

ASL, PSL, and SSL, and can be upgraded in the future to support more sign language 485 

datasets. A training mode is also available which can help individuals to review how 486 

accurately the system is detecting their hand gestures. Having three sign language 487 

datasets means the system can treat these as a single dataset of three languages. The 488 

proposed system is validated through a series of experiments using ASL, PSL, and SSL 489 

datasets and results show an accuracy of more than 95%. The software application is 490 

developed in LabVIEW. The database stores the datasets, user profile data, and other data 491 

that the ML-based algorithm use.   492 

In the future, more sign language datasets can be processed and added. Dataset size 493 

can also be increased based on the recommendations from ML-based algorithm. Datasets 494 

can also be improved by adding videos and other data types including word-level hand 495 

gestures. More work can be done for doing a comparison between different sign 496 

languages to understand and combine datasets of multiple languages to create new 497 

datasets.   498 
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